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Abstract

Minimax-rate optimality plays a foundational role in theory of statistical/machine learning. In
the context of regression, some key questions are: i) WWhat determines the minimax-rate of
convergence for regression estimation? i) Is it possible to construct estimators that are
simultaneously minimax optimal for a countable list of function classes? i) In high-
dimensional linear regression, how does different kinds of sparsity affect the rate of
convergence? iIv) How do we know if a pre-trained deep neural network model is
compressible? If so, by how much?

In this talk, we will address the above questions. After reviewing on the determination of
minimax rate of convergence, we will present on minimax optimal adaptive estimation for
high-dimensional regression learning under both hard and soft sparsity setups, taking
-advanta;__a of sharp sparse linear approximation bounds. An application on model
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- compression in neural network learning will be given.

7 % % w w All are welcome v« 7 7 v 3%

For enquiries please contact Miss Esther TAM (Tel: 3943 7931)
https://www.sta.cuhk.edu.hk/news-and-events/




