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Abstract

We begin with a review of the history of gradient boosting, dating back to the LMS algorithm of Widrow and
Hoff in 1960 and culminating in Freund and Schapire’s AdaBoost and Friedman’s gradient boosting and
stochastic gradient boosting algorithms in the period 1999-2002 that heralded the big data era. The role
played by gradient boosting in big data analytics, particularly with respect to deep Iearnlng |ﬁhen dlscussed

sent so recent work on the mathematical theory of gradient boos ‘ |

tly improve the convergence properties and prediction pe

¥ 3% % % % All are welcome * % % % %

enquiries please contact Miss Esther TAM (Tel: 3943 7931)
://www.sta.cuhk.edu.hk/Events/UpcomingEvents.aspx



