
Chapter 6

Polynomial Regression and Factors



6.1 Polynomial Regression

 Model

 Properties
 Rarely represent physical model
 Sometime well describe the shape of mean 

function
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6.1 Polynomial with several predictors

 Model: e.g. Second order mean function

 Interaction
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interaction

Effect of a change in 
x1 depends on x2



6.1 Example

 Data
 Y = Score for cake (Higher the better)
 X1 = baking time
 X2 = baking temperature

 Model 1 (No interaction)

 Model 2 (Has interaction)



6.1 Example

 Model 1 (No interaction)

 Model 2 (Has interaction)

The relationship 
between y and xi
is the same for 

different xj



6.1 Example

 Model 1 (No interaction, NH)

 Model 2 (Has interaction, AH)

 Remarks
 We can select the best model by F-test

 We can bake the best cake by maximizing E(Y|x1,x2) 
w.r.t x1 and x2.



6.1.2  Delta method
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6.1.2 Delta Method





6.2 Factors

 What is the difference between the following two 
groups?
 Height, weight, speed
 Gender, blood type, eye color.



6.2 Factors

 Two types of variables
 Quantitative variables 

 Measured in a numeric scale.
 Has unit
 e.g. Height, weight, speed, population

 Qualitative/Categorical variables
 Divided into levels/categories
 No unit
 e.g. Gender, blood type, eye color.



6.2 Factors

 Simple case: Factor with 2 levels
 e.g. male/female, pass/fail
 Use dummy variable (also called indicator)

 e.g.      Heighti =  β0+β1Ui+ei
 β1 = the additional effect for one level over another.         

= the mean height difference between male and female
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6.2 Factors

 Not so simple case: Factor with >2 levels
 e.g. blood type, eye color, college
 e.g.      GPA =  β0+β1C+e

 Is it reasonable?
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6.2 Factors

 Factor with d levels
 The factor rule:

 A factor with d levels can be represented by (d-1) 
dummy variables and the intercept.

 How to use dummy variable?
 e.g.      GPA =  β0+β1CUC+ β2CNA + β3CNC +e

 Essentially, we model each group with a separate mean.
 β0=E(GPA|CC), β0+ β1=E(GPA|UC), β0+ β2=E(GPA|NA) , 
β0+ β3=E(GPA|NC)
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6.2 Factors
 Factor with d levels

 e.g.      GPA =  β0+β1CUC+ β2CNA + β3CNC +e

 Implementation

 R-Implementation
College=c("uc",“nc",“na",“uc","cc")
C.uc=as.numeric(College=="uc"); C.na=as.numeric(College=="na"); C.nc=as.numeric(College==“nc")
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Student GPA College CUC CNA CNC
Bun 3.6 UC 1 0 0

Wing 3.9 WS 0 0 1

KiKi 3.5 NA 0 1 0

Cherry 3.8 UC 1 0 0

Jeremy 3.6 CC 0 0 0

… … … … … …



6.2 Factors

 Example  (Sleep data, sleep1.txt)
 Y = total hours of sleep
 X = D = danger of species = 1 to 5.

 Model:


 Result: 

Constant 
variance 

assumption ok



6.2 Factors

 Remark 1
 We may use the model 



Instead of 


The major difference is in the interpretation of estimates: 
βk= the mean of group k
ηk= the mean of group k over group 1

 Remark 2
 This is an example of One way ANOVA

 Fit a separate mean for each level of a factor.
 Null model -- Ho: All groups have the same mean, i.e. ηs=0, for s>0
 Alternative -- HA: Not all groups have the same mean, i.e. some ηs ≠ 0

Convenient for interpretable parameters

Convenient for comparing mean functions



6.2 General Cases – add more predictors

 Example  (Sleep data, sleep1.txt)
 Y  =  total hours of sleep
 X1 = D = danger of species = 1 to 5.
 X2 = Body weight

 Model 1 (Full model)

 Model 2 (Parallel regression)

 Model 3 (Common intercept)

 Model 4 (simple regression, ignore effect of D)



6.2 General Cases – add more predictors

 Implementation
 Model 1 (Full model)

Animal TS D U2 U3 U4 U5 X (BodyWt) U2X U3X U4X U5X

1 4.1 2 1 0 0 0 51 51 0 0 0

2 5.3 1 0 0 0 0 62 0 0 0 0

3 3.0 3 0 1 0 0 23 0 23 0 0

4 8.7 5 0 0 0 1 70 0 0 0 70

… … … … … …

… … … … … …



6.2 General Cases – add more predictors
 Model 1 (Full model)

 Model 2 (Parallel regression)

 Model 3 (Common intercept)

 Model 4 (simple regression, ignore effect of D)

 Model Selection using F- test:


