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2 LEAST SQUARE ESTIMATOR

Least Squares Estimator
If we define the following notations,

SXX = 2:(31:1 -7)t = fo —nz?
sw:z i Zyz ~ng’
SXY = Z(wz—x §) =) iy —niy

81
I

o
(3
1

<
I

then the estimators are given by

Bo=7-h %
gy ove s 2ilzi—Z)(yi —7)  SXY
= 7?2  SXX
Ya~sApa Vo' Ei(wi -I) e m [u'lv'vt NoteA
s Tue pat o st | o > 6 _ SYyy - SXY? /sXX_
<l : pn (el n—2 n-—2

Under our estimated model, we therefore have the fitted values given z; and the residual, i.e. the
difference between the fitted value and the realised value.

9i = B(Y|X = ;) = fo+ 1 z
éi =Y — Ui = vi — bo— bz

Remark 2.1. For the detailed derivation, please refer to the lecture notes. You should be familiar with

their derivation as they may be tested in midterm and final exam. ]
Remark 2.2. 30 and ﬁl can be written as linear combinations of y;: A L
e L (nepy] TR
%y b= ( SXX ) and  fo= Z [E o (SX_X)] B o fow 1t
ThlS is useful when derlvmg the distribution and consistency of the estimators in Exercise 4.1. |
Remark 2.3. By the derivative condition of RSS with respect to 8y, we have
Y é=0 and g=fo+h3z. [

Exercise 2.1. (2012 Fall Midterm #3) Use the simple linear regression model to fit a straight line on
two data points: (—2,4),(—1,3). What are the values of By and 5,7

crm 1 Tuare o > ots 2 4L I
V-4 \{— )
_&L*—L— T

X‘/V[f)( '!/-Z( = )('7'3)(-()7/—6

\/ = oX 42




2 LEAST SQUARE ESTIMATOR

Exercise 2.2. Show that
and, therefore Z vi€; = 0.
i

E Il?iéi=0
i

‘”)t/ ‘Z%{,ﬂ; 0 , we hewt ‘lj_)f;(/, (% (}‘x ) =0
—_—
Z]Xa2:= D -

\

o

Kl
—=>

§>

‘}\ "V\)

\\!
ko

Exercise 2.3. Show that o2 is an unbiased estimator of & , i.e
E(c?) = o°.

P&fmvu Chapien 3 pites -




3.2 ANOVA Table

3 ANALYSIS OF VARIANCE(ANOVA)

Remark 3.2. It should be noticed that the o2 here is under the model in H 1. The reason of using this

instead of 02 under Hy is examined in Exercise 3.1.

Exercise 3.1. What is the estimator of o
makes no sense.

2 under Hy? Explain why the use of it in the denominator

ééw

Fr 2 [6-1)

e ‘f’" I; ) LAy ]

bat

F oo (nne 2 H, 1 f

Vr o, 18 e, 81 houla be 5/“«4’7(“,4 VPNLALe ﬁ \/I | . i—:’/‘g\{\{ ’

CWS(MM M‘l;‘j 1 T Aewovatitor ﬁ? F ,e. ,€7

S ewe vl be Mo vali (ulu’lw s (00 No pawlasien )

¥ l/gr o lwﬁ)( ey ‘LL,
0 457£ﬁ B (ﬂ"ﬂl = H, (1(10(»/1' lre {uak
@ éth’P“m(Q ol ) Hg (¢ Hlu] 1o e ot

YV e, m el

i 4’3/‘2@ 15 (rvoye = Py 18 Mfd\/ o be Trne

Lw;»)

h/

® BSu, 14 duwms] = H, 1% Nwh/ 1o bt Tua

Exercise 3.2. Show that
Z(yi -7)?

= Z(yi —4;)?

3

+ Z(ﬁi -9)°

)42l (\/;,?7)((‘_‘,7)»
Zi‘zlv(‘l/\i - ])
7,2,:, % - 2’\7 ;1’2:
0 v
R S

3.2 ANOVA Table

Thanks to-the result of Exercise 3.2, we have a neat and tidy representation of ANOVA, which is called

the ANOVA table.

Source df SS MS F p-value
Regression 1 SSreg SSreg /1 SSreg /02 P(Fin-1>F)
Residual n—-1 RSSy, o02=RSS/(n-2)
Total n—2 SYY

You should be extremely familiar with the above table because it appears in every midterm. We will

practice this in Exercise 4.3 and 4.4.

Remark 3.3. Therefore, we can define the ” Coefficient of Determination” to be

_ SSreg cpo 1]

2
R—SYY.

" The realised value summarises the st'rength of relationéhip between the sampled response and predictors.



4 INTERVALS, TESTS AND BAND

4 Intervals, Tests and Band

Besides testing the mean functions by ANOVA, we will also want to perform test on individual param-
eters. Therefore, we need the distributions of the estimator. We begin this section with an exercise.

Exercise 4.1. Prove that G, and ﬁl are unbiased and find their variance and asymptotic distribution.

"f,’(/g ) = i (v%ﬁ:‘) Ely-') = Zlﬁz] (X;-x) (ﬂ,fﬁ,xi) = Zﬁ;,(foi"(!f;w;)iﬁ‘z X [Y’,';));f,

(“'B:(/ {4;(),[;(7) *E() -

),.((9 /b,m—xlﬂ,,/;

i (4-9)"
Xy~

S¥ ¥
2rr

2

2

0.)«

T Sun”

AT

Vi g = 2; (4“) \/M(/ i) =

V(g = 73 [&5 (B5] vawtyo) = 0° Zx [ 2+ X2 |

ot

by ot e blp R« foonlp Er)

4.1 Confidence Intervals and Tests for Intercept and Slope

With the distributions of the estimator and some facts in statistics, we can construct the test statistics
from the distribution derived in Exercise 4.1.

Confidence Interval and Test for Intercept D LEX o TTAT M

If we want to test whether the intercept is a certain value 33, i.e. Vav [ x): ¢~ )Z b 1 »

Ho:Bo=pB; vs  Hi:Bo#Po, < W Ao T fomae
s e wil (o
then the test statistic is Alwsiev
A V) ~
—R* =2 ~ .
=é0—-£9-~t(n—2) where se(Bo) = & 1 + L (5"'&‘%" i _
se(fo) SXX [ elf -0+ X

Therefore, for significance level o, we reject Ho when [t| > t1_g(n — 2). Also, the (1 — ) x 100%
confidence interval of Gy is given by

Bo —t1-g(n—

| Similarly, for the test of slope, i.e.

the test statistic is

| confidence interval of 3; is given by

1 ~ti—g(n -

Confidence Interval and Test for Slope

Hy: By =p7 Vs Hy : By # BT,

_BB se(fo) = —2
t= <) t(n —2) where se(Bo) N5

Therefore, for significance level , we reject Ho when [t| > t;_g (n — 2). Also, the (1 — ) x 100%

2)se(fo) <Bo < bo +ti-g(n—2) se(Bo).

A fzvrlﬂm The tonstunc] et
Confidonet  pafemved .

2)se(f1) < B < 1 +t1—g(n — 2) se(Sr).




4.1 Confidence Intervals and Tests for Intercept and Slope 4 INTERVALS, TESTS AND BAND

Remark 4.1. Obviously, a test of zero slope, i.e.
Hyo:81=0 vs Hy: B #0,
is equivalent to testing
Hy:E(Y|X =z) =8, Vs Hy :E(Y|X =z) = By + prz,

which is our ANOVA F-test in Section 3. Therefore, they should give the same result. Mathematically,
if we look at the t-statistics, ‘

‘= B1—0 _ A
se(f1) 6/vVSXX
2= 312 _ 51ZSXX _ SXY? _ SSreg

Co2/SXX 0% 02SXX o2

F.

In general, we have

9 2
Flm=-XQ _ 2 ( Z )zt(m)2 N

X2(m)/m = x2m)m = \ /@ m)im)

Exercise 4.2. Construct a 95% confidence interval for the slope from the data set {(1,1), (4,9), (10, 10)},
given tg 975(1) = 12.7062. Bosco argues that the confidence interval you construct has a 95% probability
of including the true slope. Explain whether he is correct.

4\<X’41/,4Y‘f='—% , SxY{ 3

) "’ é)(\ A ] N ? >
B = T RN -SRI IRy S

selfy- F%‘; - “'-%,%é‘ = 0.b¢g

h 417 a1 fvv BB

A

bt loay ) sedp)

A\}

A\

5{; 1 7.4199

Braco 15 PG - Tie Apve wgowal 15 KT ravlom 4o g ol 1l Al
Wm:w 71 m ]‘M1 AT 18 1 A reshsaton 17 The Aot mjevval . I/f Thire
Aty of These weipvvals . gy7, o Tt 0] st U frme .

Exercise 4.3. (2013 Fall Midterm #1) Fill in the missing values in the following tables of regression
output from a data set of size 100.

ANOVA Table

Source df SS ‘MS F
Regression .
Residual
Total
Coefficient Table
Variable  Coeflicient s.e. t-statistics p-value
Constant 0.5854 - 0.2188
X 0.4927
n= 06=4.714 R?=0.03294

-



4.1 Confidence Intervals and Tests for Intercept and Slope

Exercise 4.4. (2012 Spring Midterm #1) Fill in the missing values in the following tables of regression
output. In R, it is found that ¢f(1—9.5e7%,1,6) = 1917.3. Also, Z = 5.125,§ = —9.1974,5XX = 54.875.

ANOVA Table
Source df SS MS F p-value
Regression i »i{q »ig 233 9.5e-09
Residual b vhin  0.194
uq b

Total !
Coefficient Table
Variable  Coefficient s.e. t-statistics p-value
Constant Oy 0- 45 4154 0.00322
X -2.04245 024648 43,31 15¢-0.

n=_4& =040 R®>=09]f

9»/ é’,,f(lf‘i.fc'q,/,jy)s/‘i/;kﬁ . k=4t M{""ﬂ -, MT”“ =4
0”4’1,1“» ﬂfﬂmjfﬂfﬂiu" 14 =f« N Byt 2 = b - g

{/;, = F =7 "tﬁ'\ﬂ ,l 14,9.%5 =2 [7‘0, i ‘M'efv-T,

Al 2 044r
R

= I SelB) = 0 AT s MYy - 6T 0 Yyt 0. 1144
=7 68 vas s b o 40T 7 0 ik
Mty - %nj - Fx Mérﬁ = (Nip3xa gy - 22f, Gogh
55\ < GAvus 4 é‘mj <0 PEhro g =204

A —

\/ ‘2,;"4'4H1zo’lfwhr(vy» [Lyfo2

i): & /’«?/l =
Qlﬁ) O'JM T = 0. 54q7 Ii’ﬁ‘?j la_yﬂ,tf
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R e e
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4.3 Confidence Band 4 INTERVALS, TESTS AND BAND

4.3 Confidence Band

In the previous subsection, we construct confidence interval of mean for a certain point . It is tempting

N - . . ,
to connect all the upper limits and lower limits of confidence intervals, i.e. - 4__ «f\ﬂ L mesn fing

*

(Bo+ 1) £ ti_g sefit(fla), Vo - -

g L;~0~1. s bt —ﬁv MnﬁW‘[‘ ’ |

and say that this random band has a (1 — a) x 100% probability of including the true mean line
E(Y|X = z) = Bo + B1z. However, this is wrong (see Remark 4.3 and Exercise 4.5). The correct band
is given below.

Confidence Band for Mean Function
The (1 — a) x 100% confidence band of the mean function is given by

C(z) = (o + Prz) £ V2F1_a(2,n — 2) sefit(gla), Va.

Therefore, it is true that

Pr(The mean line lies in the confidence band) = Pr (‘v’a:, E(Y|X =z) € C(ac)) =1-o.

Remark 4.3. For confidence interval C(z) = (fo + f1z) £ t1- o sefit(§|z.) , we have by definition
Vz, Pr (IE(Y|X —1)€ C(x)) —1-a.
This relationship holds for each point, i.e. pointwise. While for the confidence band, we have
Pr (V.’E, EY|X =z) € C(x)) =1-a.
Here, the inclusion is for the entire line. The two cases are diﬁeréﬁt. |
Exercise 4.5. Explain, why it is wrong to say the band, ‘
(Bo+ Brx) £ t1_g sefit(glx), Ve

has a (1 — a) x 100% probability of including the mean line E(Y|X = z) = o + 12

Let Coo- (ftpd sty gtefa(Gin, we lwe Th
Ve VPl Eix-meClx)=1-«
Consid e PUBU i X=x) € Clx), VX)) =100, nole Tht evem]
JEU(X-x) e Lo, fov st %o .8 5 LE(IYXR) ¢ Clx), V)
PIRC{IX=xy € C0x) Vx) ¢ V(B iXx) e (e SR
= P (8011 X v 6 L) P(BU 0 et [E(Yi X)) €Cin)
Ll -x |

e P(l;(ﬁux:m) cCO|EX=v) €00 )

10
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Exercise 4.6. For the data set {(1,1), (4,9), (10,10)}, construct
edn]inn

1. a 95% confidence interval and a QS%ﬁnterval for the point z = 3, and

2. a 95% confidence band.
3. What is the value of the band when z = 37
You are given tgg75(1) = 12.7062 and Fp.95(2,1) = 199.5.

ﬁ,t% ﬁ%’—%xﬂ G- Thopy < 4.1

Gt ty15) - %M} %_U, S 2 by soprely 1) - 451:{/1,,,;{_3& 4394
A 1 froxed ‘(l*%'é 2 Uyl ss T - Qb2 35,547
4177 l’.'b ‘f" Y73 5 [( 70((8’ + [1,_‘}41},[‘;‘1}1,6; 1“7"4}i 6/"?{}

CE O A R

'TL'( vAlne 91 o Al x:3 15

47
= %.'% FOTAR 2640 = b 4okl 232,504

5 Residuals

To check whether our model assumption is valid, a good way is to look at the residual plot. Recall that

the residuals X R é‘ . mér Lprv
éi=yi—Ui=Yi—Bo—P1Ts s B T
so this gives = T %
AR
¢;_" TR = X

E() = E(y) — o — iz =0 and  Var(é)=o® (1+=+ (@i —2)° !

2 T 0 144 1 n SXX -v

The data set gives a set of realised é;. According to our observation above, these realised residuals should
e have mean close to zero, and

e have constant variance for all value ;. :f nu (p\njz

A plot that satisfies the above criteria is a null plot, which indicates that the model assumption is valid
and the regression is a good fit.

6 Appendix

For more reference, you may refer to the following text books.

References

(1] DoucLAs C. MONTGOMERY, ELizABETH A. PECK AND G. GEOFFREY VINING (2006).
Introduction to Linear Regression Analysis, Wiley.

[2] RoBERT V. HOGG AND ALLEN T. CRAIG Introduction to Mathematical Statistics, Pearson.

11



